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Abstract

This paper investigates real-time N-dimensional wideband sound source localization in outdoor (far-field) and low-
degree reverberation cases, using a simple N-microphone arrangement. Outdoor sound source localization in different
climates needs highly sensitive and high-performance microphones, which are very expensive. Reduction of the
microphone count is our goal. Time delay estimation (TDE)-based methods are common for N-dimensional wideband
sound source localization in outdoor cases using at least N + 1 microphones. These methods need numerical analysis
to solve closed-form non-linear equations leading to large computational overheads and a good initial guess to avoid
local minima. Combined TDE and intensity level difference or interaural level difference (ILD) methods can reduce
microphone counts to two for indoor two-dimensional cases. However, ILD-based methods need only one dominant
source for accurate localization. Also, using a linear array, two mirror points are produced simultaneously (half-plane
localization). We apply this method to outdoor cases and propose a novel approach for N-dimensional entire-space
outdoor far-field and low reverberation localization of a dominant wideband sound source using TDE, ILD, and head-
related transfer function (HRTF) simultaneously and only N microphones. Our proposed TDE-ILD-HRTF method tries to
solve the mentioned problems using source counting, noise reduction using spectral subtraction, and HRTF. A special
reflector is designed to avoid mirror points and source counting used to make sure that only one dominant source is
active in the localization area. The simple microphone arrangement used leads to linearization of the non-linear closed-
form equations as well as no need for initial guess. Experimental results indicate that our implemented method features
less than 0.2 degree error for angle of arrival and less than 10% error for three-dimensional location finding as well as
less than 150-ms processing time for localization of a typical wideband sound source such as a flying object (helicopter).
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1. Introduction
Source localization has been one of the fundamental
problems in sonar [1], radar [2], teleconferencing or
videoconferencing [3], mobile phone location [4], naviga-
tion and global positioning systems (GPS) [5], localization
of earthquake epicenters and underground explosions [6],
microphone arrays [7], robots [8], microseismic events in
mines [9], sensor networks [10,11], tactile interaction in
novel tangible human-computer interfaces [12], speaker
tracking [13], surveillance [14], and sound source tracking
[15]. Our goal is real-time sound source localization in
outdoor environments, which necessitates a few points to
be considered. For localizing such sound sources, a far-
field assumption is usual. Furthermore, our experiments
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confirm that placing localization system in suitable higher
heights often reduces the reverberation degree, especially
for flying objects. Also, many such sound source signals
are wideband signals. Moreover, outdoor high-accuracy
sound source localization in different climates needs highly
sensitive and high-performance microphones which are
very expensive. Therefore, reduction of the number of mi-
crophones is very important, which in turn leads to re-
duced localization accuracies using conventional methods.
Here, we intend to introduce a real-time accurate wide-
band sound source localization system in low degree rever-
beration far-field outdoor cases using fewer microphones.
The structure of this paper is as follows. After a litera-

ture review, we explain HRTF-, ILD-, and TDE-based
methods and discuss TDE-based phase transform (PHAT).
In Section 4, we explain sound source angle of arrival and
location calculations using ILD and PHAT. Section 5
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covers the introduction of TDE-ILD-based method to
two-dimensional (2D) half-plane sound source localization
using only two microphones. Section 6 includes simula-
tion of this method for 2D cases, where according to
simulation results and due to the use of ILD, we introduce
source counting. In Section 7, we propose, and in Section 8,
we implement our TDE-ILD-HRTF-based method for
2D whole-plane and three-dimensional (3D) entire-space
sound source localization. Section 9 includes the imple-
mentations. Finally conclusions will be made in Section 10.

2. Literature review
Passive sound source localization methods, in general,
can be divided into direction of arrival (DOA) [16], time
difference of arrival (TDOA) or TDE or interaural time
difference (ITD)- [17-20], ILD- [21-24], and HRTF-
based methods [25-30]. DOA-based beamforming and
sub-space methods typically need a large number of mi-
crophones for estimation of narrowband source loca-
tions in far-field cases and wideband source locations in
near-field cases. Also, they have higher processing needs
in comparison to other methods. Many localization
methods for near-field cases have been proposed in the
literature, such as maximum likelihood (ML), covariance
approximation, multiple signal estimation (MUSIC), and
estimation of signal parameters via rotational invariance
techniques (ESPRIT) [16]. However, these methods are
not applicable to the localization of wideband signal
sources in far-field cases with small number of micro-
phones. On the other hand, ILD-based methods are
mostly applicable to the case of a single dominant sound
source (high signal-to-noise ratio (SNR)) [21-24]. TDE-
based methods with high sampling rates are commonly
used for 2D and 3D high-accuracy wideband near-field
and far-field sound source localization. In the case of
ILD or TDE-based methods, minimum number of mi-
crophones required is three for 2D positioning and four
for the 3D case [17-20,31-39]. Finally, HRTF-based
methods are applicable only to the case of calculating ar-
rival angle in azimuth or elevation [30].
TDE- and ILD-based outdoor far-field accurate wide-

band sound source localization in different climates
needs highly sensitive and high-performance micro-
phones which are very expensive. In the last decade,
some papers were published which introduce 2D sound
source localization methods using just two microphones
in indoor cases using TDE- and ILD-based methods
simultaneously. However, it is noticeable that using ILD-
based methods requires only one dominant source to be
active, and it is known that, by using a linear array in
the proposed TDE-ILD-based method, two mirror points
will be produced simultaneously (half-plane localization)
[40]. In this paper, we apply this method in outdoor (low-
degree reverberation) cases for a dominant sound source.
We also propose a novel method to have 2D whole-plane
(without producing two mirror points) and 3D entire-
space dominant sound source localization using TDE-,
ILD-, and HRTF-based methods simultaneously (TDE-
ILD-HRTF method). Based on the proposed method, a
special reflector for the implemented simple microphone
arrangement is designed, and source counting method is
used to find that only one dominant sound source is active
in the localization area.
In TDE and ILD localization approaches, calculations

are carried out in two stages: estimation of time delay or
intensity level differences and location calculation. Cor-
relation is most widely used for time delay estimation
[17-20,31-39]. The most important issue in this ap-
proach is high-accuracy time delay estimation between
microphone pairs. Meanwhile, the most important issue
in ILD-based approach is high accuracy level difference
measurement between microphone pairs [21-24]. Also,
numerous results were published in the last decades for
the second stage, i.e., location calculation. Equation
complexities and large processing times are the import-
ant obstacles faced at this stage. In this paper, we
propose a simple microphone arrangement that solves
both these problems simultaneously.
In the above-mentioned first stage, the classic methods

of source localization from time delay estimates by de-
tecting radio waves were Loran and Decca [31]. How-
ever, generalized cross-correlation (GCC) using a ML
estimator, proposed by Knapp and Carter [32], is the
most widely used method for TDE. Later, a number of
techniques were proposed to improve GCC in the pres-
ence of noise [3,33-36]. As GCC is based on an ideal
signal propagation model, it is believed to have a funda-
mental weakness of inability to cope well with reverberant
environments. Some improvements were obtained by
cepstral prefiltering by Stephenne and Champagne [37].
Even though more sophisticated techniques exist, they
tend to be computationally expensive and are thus not
well suited for real-time applications. Later, PHAT was
proposed by Omologo and Svaizer [38]. More recently, a
new PHAT-based method was proposed for high-accuracy
robust speaker localization, known as steered response
pattern-phase or power-phase transform (SRP-PHAT)
[39]. Its disadvantage is higher processing time in com-
parison to PHAT, as it requires a search of a large number
of candidate locations. According to the fact that in the
application of this research, the number of candidate
locations is much higher due to direction and distance es-
timation; this disadvantage does not allow us to use it in
real-time applications.
In the last decade, according to the fact that the re-

ceived signal energy is inversely proportional to the
squared distance between the source and the receiving
sensor, there has been some interest in using the
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received signal level at different sensors for source
localization. Due to the spatial separation of the sensors,
the source signal will arrive at the sensors with different
levels so that the level differences can be utilized for
source localization. Sheng and Hu [41] followed by Blatt
and Hero [42] have proposed different algorithms for lo-
cating sources using a sensor network based on energy
measurements. Birchfield and Gangishetty [22] applied
ILD to sound source localization. While these works
used only ILD-based methods to locate a source, Cui
et al. [40] tried 2D sound source localization by a pair of
microphones using TDE- and ILD-based methods simul-
taneously. When the source signal is captured at the
sensors, both time delay and signal level information are
used for source localization. This technique is applicable
for 2D localization with two sensors only. Also, due to
the use of a linear array, it generates two mirror points
simultaneously (half-plane localization). Ho and Sun
[24] addressed a more common scenario of 3D localiza-
tion using more than four sensors to improve the source
location accuracy.
Human hearing system allows finding sound sources

direction of arrival in 3D with just two ears. Pinnas,
shoulders, and head diffract the incoming sound waves
[43]. These propagation effects collectively are termed
the HRTF. Batteau reported that the external ears play
an important role in estimating the elevation angle of ar-
rival [44]. Roffler and Butler [45], Oldfield and Parker
[46], and Hofman et al. [47] have tried to find experi-
mental evidence for this claim by using a Plexiglas head-
band to flatten the pinna against the head [45]. Based on
HRTF measuring, Brown and Duda have made an exten-
sive experimental study and provided empirical formulas
for the multipath delays produced by pinna [48]. Al-
though more sophisticated HRTF models have been pro-
posed [49], the Brown-Duda model has the advantage
that it provides an analytical relationship between the
multipath delays and the azimuth and elevation angles.
Recently, Sen and Nehorai considered the Brown-Duda
HRTF model as an example to model the frequency-
dependent head-shadow effects and the multipath delays
close to the sensors for analyzing a 3D direction finding
system with only two sensors inspired by the human
auditory system [43]. However, they did not consider
white noise gain error or spatial aliasing error in their
model. They computed the asymptotic frequency do-
main Cramer-Rao bound (CRB) on the error of the 3D
direction estimate for zero-mean wide-sense stationary
Gaussian source signals. It should be noted that HRTF-
based works are just able to estimate the azimuth and
elevation angles [50]. In the last decades, some papers
were published which tried to apply HRTF along with
TDE for azimuth and elevation angle of arrival estima-
tion [30]. According to this ability, we apply HRTF in
our TDE-ILD-based localization system for solving the
ambiguity in the generation of two mirror location
points. We named it TDE-ILD-HRTF method.
Given a set of TDEs and ILDs from a small set of mi-

crophones using PHAT- and ILD-based methods, re-
spectively, the second stage of a two-stage algorithm
determines the best point for the source location. The
measurement equations are non-linear. The most straight-
forward way is to perform an exhaustive search in the so-
lution space. However, this is computationally expensive
and inefficient. If the sensor array is known to be linear,
the position measurement equations are simplified. Carter
focused on a simple beamforming technique [1]. However,
it requires a search in the range and bearing space. Also,
beamforming methods need many more microphones for
high-accuracy source localization. The linearization solu-
tion based on Taylor-series expansion by Foy [51] involves
iterative processing, typically incurs high computational
complexity, and for convergence, requires a tolerable ini-
tial estimate of the position. Hahn proposed an approach
[20] that assumes a distant source. Abel and Smith pro-
posed an explicit solution that can achieve the Cramer-
Rao Lower Bound (CRLB) in the small error region [52].
The situation is more complex when sensors are distrib-
uted arbitrarily. In this case, emitter position is deter-
mined from the intersection of a set of hyperbolic curves
defined by the TDOA estimates using non-Euclidean
geometry [53,54]. Finding the solution is not easy as the
equations are non-linear. Schmidt has proposed a formu-
lation [18] in which the source location is found as the
focus of a conic passing through three sensors. This
method can be extended to an optimal closed-form
localization technique [55]. Delosme [56] proposed a gra-
dient method for search in a localization procedure lead-
ing to computation of optimal source locations from noisy
TDOA's. Fang [57] gave an exact solution when the num-
ber of TDOA measurements is equal to the number of
unknowns (coordinates of transmitter). This solution,
however, cannot make use of extra measurements, avail-
able when there are extra sensors, to improve position
accuracy. The more general situation with extra measure-
ments was considered by Friedlander [58], Schau and
Robinson [59], and Smith and Abel [55]. These methods
are not optimum in the least-squares sense and perform
worse in comparison to the Taylor-series method.
Although closed-form solutions have been developed,

their estimators are not optimum. The divide and conquer
(DAC) method [60] from Abel can achieve optimum per-
formance, but it requires that the Fisher information is
sufficiently large. To obtain a precise position estimate at
reasonable noise levels, the Taylor-series method [51] is
commonly employed. It is an iterative method that starts
with an initial guess and improves the estimate at each
step by determining the local linear least-squares (LS)
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solution. An initial guess close to the true solution is
needed to avoid local minima. Selection of such a starting
point is not simple in practice. Moreover, convergence of
the iterative process is not assured. It also suffers from
convergence problem and large LS computational burden
as the method is iterative. Within the last few years, some
papers were published on improving LS and closed-form
methods [16,23,61-65]. Based on closed-form hyperbolic-
intersection method, we will explain our proposed
method, which using a simple arrangement of two micro-
phones for 2D cases and three microphones for 3D cases,
can simplify non-linear equations of this method to have a
linear equation. Although there have been attempts to
linearize closed-form non-linear equations through alge-
braic means, such as [7,16,56,63], our proposed method
with simple pure geometrical linearization needs less mi-
crophones and features accurate localization and less pro-
cessing time.

3. Basic methods
3.1. HRTF
Human beings are able to locate sound sources in three
dimensions in range and direction, using only two ears.
The location of a source is estimated by comparing dif-
ference cues received at both ears, among which are
time differences of arrival and intensity differences. The
sound source specifications are modified before entering
the ear canal. The head-related impulse response (HRIR)
is the name given to the impulse response relating the
source location and the ear location. Therefore, convolu-
tion of an arbitrary sound source with the HRIR leads to
what would have been received at the ear canal. The
HRTF is the Fourier transform of HRIR and thus repre-
sents the filtering properties due to diffractions and re-
flections at the head, pinna, and torso. Hence, HRTF can
be computed through comparing the original and modi-
fied signals [25-29,43-50]. Consider Xc(k) being the
Fourier transform of sound source signal at one ear
(modified signal at either left or right ear) and Yc(k) to
be that of the original signal. HRTF of that source can
be found as [30]:

Hc kð Þ ¼ Y c kð Þ
Xc kð Þ ð1Þ

In detail:

Hc kð Þj j ¼ Y c kð Þj j
Xc kð Þj j ð2Þ

arg Hc kð Þ ¼ arg Y c kð Þ− arg Xc kð Þ ð3Þ

Hc kð Þ ¼ Hc kð Þj je jargHc kð Þ: ð4Þ
In fact, Hc(k) contains all the direction-dependent and
direction-independent components. Therefore, in order
to have pure HRTF, the direction-independent elements
have to be removed from Hc(k). If Cc(k) is the known
CTF (common transfer function), then DTF (directional
transfer function), Dc(k), can be found as:

Dc kð Þ ¼ Yc kð Þ
Cc kð ÞXc kð Þ : ð5Þ

3.2. ILD-based localization
We consider two microphones for localizing a sound
source. Signal s(t) propagates through a generic free
space with noise and no (or low degree of ) reverber-
ation. According to the so-called inverse-square law, the
signal received by the two microphones can be modeled
as [21-24,40-42]:

s1 tð Þ ¼ s t−T 1ð Þ
d1

þ n1 tð Þ ð6Þ

and

s2 tð Þ ¼ s t−T 2ð Þ
d2

þ n2 tð Þ; ð7Þ

where d1 and d2 are the distances and T1 and T2 are
time delays from source to the first and second micro-
phones, respectively. Also n1(t) and n2(t) are additive
white Gaussian noises. The relative time shift between
the signals is important for TDE but can be ignored in
ILD. Therefore, if we find the delay between the two sig-
nals and shift the delayed signal in respect to the other
one, the signal received by the two microphones can be
modeled as:

s1 tð Þ ¼ s tð Þ
d1

þ n1 tð Þ ð8Þ

and

s2 tð Þ ¼ s tð Þ
d2

þ n2 tð Þ: ð9Þ

Now, we assume that the sound source is audible
and in a fixed location. Also, it is available during the
time interval [0, W] where W is the window size. The
energy received by the two microphones can be ob-
tained by integrating the square of the signal over this
time interval [21-24,40-42]:

E1 ¼ ∫wo s
2
1 tð Þdt ¼ 1

d2
1

∫wo s
2 tð Þdt þ ∫wo n

2
1 tð Þdt ð10Þ

E1 ¼ ∫wo s
2
2 tð Þdt ¼ 1

d2
2

∫wo s
2 tð Þdt þ ∫wo n

2
2 tð Þdt: ð11Þ



Page 5 of 19
http://asmp.eurasipjournals.com/content/2013/1/27
Parsayan and Ahadi EURASIP Journal on Audio, Speech, and Music Processing 2013, 2013:27
According to (10) and (11), the received energy de-
creases in relation to the inverse of the square of the dis-
tance to the source. These equations lead us to a simple
relationship between the energies and distances:

E1⋅d2
1 ¼ E2⋅d2

2 þ η; ð12Þ

where η ¼ ∫wo d2
1n

2
1 tð Þ þ d2

2n
2
2 tð Þ� �

dt is the error term. If
(x1,y1) is the coordinates of the first microphone, (x2,y2)
is the coordinates of the second microphone and (xs,ys)
is the coordinates of the sound source with respect to
the origin located at array center, then:

d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1−xsð Þ2 þ y1−ysð Þ2

q
ð13Þ

d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2−xsð Þ2 þ y2−ysð Þ2

q
: ð14Þ

Now using (12), (13), and (14), we can localize the
sound source (Section 4.1.).

3.3. TDE-based localization
Correlation-based methods are the most widely used
time delay estimation approaches. These methods use
the following simple reasoning for the estimation of time
delay. The autocorrelation function of s1(t) can be writ-
ten in time domain as [17-20,31-39]:

Rs1 s1 τð Þ ¼ ∫þ∞
−∞ s1 tð Þ⋅s1 t−τð Þdt: ð15Þ

Dualities between time and frequency domains for
autocorrelation function of s1(t) with the Fourier trans-
form S1(f ), results in frequency domain presentation as:

Rs1 s1 τð Þ ¼ ∫þ∞
−∞ S1 fð Þ⋅S�2 fð Þe j2πfτdf : ð16Þ

According to (15) and (16), if the time delay τ is zero,
this function's value will be maximized and will be equal
to the energy of s1(t). The cross-correlation of two sig-
nals s1(t) and s2(t) is defined as:

Rs1s2 τð Þ ¼ ∫þ∞
−∞ S1 fð Þ⋅S�2 fð Þe j2πfτdf : ð17Þ

If s2(t) is considered to be the delayed version of s1(t),
this function features a peak at the point equal to the
time delay. This delay can be expressed as:

τ12 ¼ argmaxτ Rs1s2 τð Þ: ð18Þ
In an overall view, the time delay estimation methods

are as follows [17-20,31-39]:

� Correlation-Based Methods: Cross-Correlation
(CC), ML, PHAT, Average Square Difference
Function (ASDF)

� Adaptive Filter-Based Methods: Sync Filter, LMS.
Advantages of PHAT are accurate delay estimation in
the case of wideband and quasi-periodic/periodic signals,
good performance in noisy and reflective environments,
sharper spectrum due to the use of better weighting
function and higher recognition rate. Therefore, PHAT
is used in cases where signals are detected using arrays
of microphones and additive environmental and reflect-
ive noises are observed. In such cases, the signal delays
cannot be accurately found using typical correlation-
based methods as the correlation peaks cannot be pre-
cisely extracted. PHAT is a cross-correlation-based
method used for finding the time delay between the sig-
nals. In PHAT, similar to ML, weighting functions are
used along with the correlation function, i.e.,

ϕPHAT fð Þ ¼ 1
Gs1s2 fð Þj j ; ð19Þ

where Gs1s2 fð Þ is the cross-correlation-based power
spectrum. The overall function used in PHAT for the es-
timation of delay between two signals is defined as:

Rs1 s2 τð Þ ¼ ∫þ∞
−∞ϕPHAT fð Þ⋅Gs1s2 fð Þe j2πfτdf ð20Þ

DPHAT fð Þ ¼ argmaxτ Rs1s2 τð Þ; ð21Þ

where DPHAT is the delay calculated using PHAT. Gs1s2 fð Þ
is found as:

Gs1s2 fð Þ ¼ ∫þ∞
−∞ rs1s2 τð Þej2πfτdf ð22Þ

where

rs1s2 τð Þ ¼ E s1 tð Þs2 t þ τð Þ½ �: ð23Þ

4. ILD- and PHAT-based angle of arrival and
location calculation methods
4.1. Using ILD method
Assuming two microphones are on x-axis and have a
distance of R (R =D/2) from origin (Figure 1), we can re-
write (13) and (14) as:

d1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R−xsð Þ2 þ ys2

q
ð24Þ

d2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−R−xsð Þ2 þ ys2

q
: ð25Þ

Therefore, we can rewrite (12) as:

E1

E2

� �
⋅d2

1 ¼ d2
2 þ η=E2ð Þ: ð26Þ

Assuming m ¼ E1
E2

and n = η/E2, (26) is written as:

m R−xsð Þ2 þ ys
� �2 ¼ −R−xsð Þ þ ys

2
� �þ n: ð27Þ



Figure 1 Hyperbolic geometrical location of 2D sound source localization using two microphones.
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Using x and y instead of xs and ys, (27) will become:

x2−
2R mþ 1ð Þ

m−1

� �
xþ y2 ¼ n

m−1
−R2 ð28Þ

x−
R mþ 1ð Þ
m−1

� �2

þ y2 ¼ 1
m−1

nþ 4m
m−1

R2

� �
ð29Þ

x−kð Þ2 þ y2 ¼ l

k ¼ R mþ 1ð Þ
m−1

l ¼ 1
m−1

nþ 4m
m−1

R2

� � :

8>>>><
>>>>:

ð30Þ

Therefore, source location is on a circle with center

coordinates (k, 0) and radius
ffiffi
l

p	 

. Now, using a new

microphone to find a new equation, in combination with
one of the first or second microphones, helps us to have
another circle which leads to source location with differ-
ent center coordinates and different radii relative to the
first circle. Intersection of the first and second circles
gives us source location x and y [22,40].

4.2. Using PHAT method
Assuming a single frequency sound source with a wave-
length equal to λ to have a distance from the center of
two microphones equal to r, this source will be in far-
field if [51-65]:

r >
2D2

λ
; ð31Þ
where D is the distance between two microphones. In
the far-field case, the sound can be considered as having
the same angle of arrival to all microphones, as shown
in Figure 1. If s1(t) is the output signal of the first micro-
phone and s1(t) is that of the second microphone
(Figure 1), taking into account the environmental noise,
and according to the so-called inverse-square law, the
signal received by the two microphones can be modeled
as (6) and (7). The relative time shift between the signals
is important for TDOA but can be ignored in ILD. Also,
the attenuation coefficients (1/d1 and 1/d2) are important
for ILD but can be ignored in TDOA. Therefore, assum-
ing TD is the time delay between the two received signals,
the cross-correlation between s1(t) and s2(t) is [51-65]:

Rs1 s2 τð Þ ¼ ∫þ∞
−∞ s1 tð Þs2 t þ τð Þdt: ð32Þ

Since n1(t) and n2(t) are independent, we can write

Rs1s2 τð Þ ¼ ∫þ∞
−∞ s tð Þs t−TD þ τð Þdt: ð33Þ

Now, the time delay between these two signals can be
measured as:

τ ¼ argmaxTD Rs1 s2
τð Þ: ð34Þ

Correct measurement of the time delay needs the dis-
tance between the two microphones to be:

D≤
λ

2
; ð35Þ

since when D is greater than λ
2, TD is greater than π, and
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therefore, time delay is measured as τ = − (TD − π). Ac-
cording to Figure 1, the cosine of the angle of arrival is

cos ϕð Þ ¼ d2−d1

D
¼ t2−t1ð Þvsound

D
¼ TD⋅vsound

D
¼ τ21⋅vsound

D
:

ð36Þ
Here, vsound is sound velocity in air. The delay time τ21

is measurable using the cross-correlation function be-
tween the two signals. However, the location of source
cannot be measured this way. We can measure the dis-
tance between source and each of the microphones as
(13) and (14). The difference between these two dis-
tances will be

d2−d1 ¼ τ21⋅vsound: ð37Þ
Using x and y instead of xs and ys, τ21 will be

τ21 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x2ð Þ2 þ y−y2ð Þ2−

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x1ð Þ2 þ y−y1ð Þ2

q
vsound

:

ð38Þ
This is an equation with two unknowns, x and y. As-

suming the distances of both microphones from the ori-
gin to be R (D = 2R) and both located on x axis,

τ21 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ Rð Þ2 þ y2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−Rð Þ2 þ y2

q
vsound

: ð39Þ

Simplifying the above equation will result in:

y2 ¼ a:x2 þ b

a ¼ 4R2

vsound⋅τ212
−1

b ¼ vsound2⋅τ212

4
−R2

;

8>>>><
>>>>:

ð40Þ

where y has hyperbolic geometrical location relative to
x, as shown in Figure 1. In order to find x and y, we
need to add another equation to (38) for the first and a
new (third) microphone so that:

τ21 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x2ð Þ2 þ y−y2ð Þ2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x1ð Þ2þ

q
y−y1ð Þ2

vsound

τ31 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x2ð Þ2 þ y−y3ð Þ2

q
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−x1ð Þ2 þ y−y1ð Þ2

q
vsound

:

8>>>><
>>>>:

ð41Þ
It is noticeable that these are non-linear equations

(Hyperbolic-intersection Closed-Form method) and nu-
merical analysis should be used to calculate x and y,
which will increase localization processing times. Also in
this case, the solution may not converge.
5. TDE-ILD-based 2D sound source localization
Using either TDE or ILD to calculate source location
(x and y) in 2D cases needs at least three microphones.
Using TDE and ILD simultaneously helps us calculate
source location using only two microphones. According
to (26) and (37) and this fact that in a high SNR envir-
onment, the noise term η/E2 can be neglected, after
some algebraic manipulations, we derive [40]

xs−x1ð Þ2 þ ys−y1ð Þ2 ¼ τ21⋅vsound
1−

ffiffiffiffi
m

p
� �2

¼ r
2
1

ð42Þ

and

xs−x2ð Þ2 þ ys−y2ð Þ2 ¼ τ21⋅vsound⋅
ffiffiffiffi
m

p
1−

ffiffiffiffi
m

p
� �2

¼ r22 ð43Þ

Intersection of two circles determined by (42) and
(43), with center (x1,y1)and (x1,y1), and radius r1 and r2,
respectively, gives the exact source position. In E1 = E2
(m − 1) case, both the hyperbola and the circle deter-
mined by (26) and (37) degenerate a line perpendicular
bisector of microphone pair. Consequently, there will be
no intersection to determine source position. Trying to
obtain a closed-form solution to this problem, we trans-
form the expression by [40]:

x1xs þ y1ys ¼
1
2

k21−r
2
1 þ R2

s

	 
 ð44Þ

and

x2xs þ y2ys ¼
1
2

k22−r
2
s þ R2

s

	 

; ð45Þ

where

k21 ¼ x21 þ y21; k
2
2 ¼ x22 þ y22 and R2

s ¼ x2s þ y2s : ð46Þ
Rewriting (44) and (45) into matrix form results in:

x1 y1
x2 y2

� �
xs
ys

� �
¼ 1

2
k21−r

2
1

k2
2−r22

� �
þ R2

s
1
1

� �� �
ð47Þ

and

xs
ys

� �
¼ x1 y1

x2 y2

� �−1 1
2

k21−r
2
1

k22−r
2
2

� �
þ R2

s
1
1

� �� �� �
:

ð48Þ
If we define

p ¼ p1
p2

� �
¼ 1

2
x1 y1
x2 y2

� �−1
1
1

� �
ð49Þ

and

q ¼ q1
q2

� �
¼ 1

2
x1 y1
x2 y2

� �−1
k21−r

1
2

k22−r
2
2

� �
; ð50Þ



Page 8 of 19
http://asmp.eurasipjournals.com/content/2013/1/27
Parsayan and Ahadi EURASIP Journal on Audio, Speech, and Music Processing 2013, 2013:27
then the source coordinates can be expressed with re-
spect to Rs:

X ¼ xs
ys

� �
¼ q1 þ p1R

2
s

q2 þ p2R
2
s

� �
: ð51Þ

Inserting (46) into (51), the solution to Rs is obtained as:

R2
s ¼

01 � 02
03

; ð52Þ

where

01 ¼ 1−p1q1 þ p2q2;

02 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−p1q1 þ p2q2ð Þ2 þ p21 þ p22ð Þ q21 þ q22ð Þ;

q

03 ¼ p21 þ p22:

The positive root gives the square of distance from
source to origin. Substituting Rs into (51), the final
source coordinate will be obtained [40].
However, a rational solution requires prior information

of evaluation regions. It is known to us that, by using a
linear array, two mirror points will be produced sim-
ultaneously. Assuming two microphones are on x-axis
(y1 = y2 = 0) and have distance R from origin (Figure 1),
According to (49) and (50), we cannot find p and q.
Therefore, we cannot consider such a microphone ar-
rangement. However, using this microphone arrange-
ment simplifies equations. According to (26) and (37),
we can intersect circle and hyperbola to find source
location, x and y. For intersection of circle and hyper-
bola, firstly we rewrite (42) and (43), respectively, as

xs−x1ð Þ2 þ ys−y1ð Þ2 ¼ r21 ð53Þ

and

xs−x2ð Þ2 þ ys−y2ð Þ2 ¼ r22: ð54Þ
Using microphones coordinate values x and y instead

of xs and ys, we will have

x−Rð Þ2 þ y−0ð Þ2 ¼ r21 ð55Þ
and

xþ Rð Þ2 þ y−0ð Þ2 ¼ r22; ð56Þ
therefore,

r21− x−Rð Þ2 ¼ r22− xþ Rð Þ2 ð57Þ

which results in

r22−r
2
1 ¼ 4Rx: ð58Þ
Hence, the sound source location can be calculated as:

x ¼ r22−r
2
1

	 

=4R ð59Þ

and

y ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21− x−Rð Þ2

q
ð60Þ

We remember again that by using a linear array, two
mirror points will be produced simultaneously. This
means that we can localize 2D sound source only in
half-plane.

6. Simulations of TDE-ILD-based method and
discussion
In order to use the introduced method for sound source
localization in low reverberant outdoor cases, firstly we
performed simulations. We tried to evaluate the accur-
acy of this method in a variety of SNRs for some environ-
mental noises. We considered two microphones on x-axis
(y1 = y2 = 0) with 1-m distance from the origin (x1 = 1m,
x2 = −1m (D = 2R = 2)) (Figure 1). In order to use PHAT
for the calculation of time delay between the signals of the
two microphones, we used a helicopter sound (wideband
and quasi-periodic signal) with a length of approximately
4 s, downloaded from the internet (www.freesound.com)
as our sound source. For different source locations and
for an ambient temperature of 15°C, first we calculated
sound speed in air using:

vsound ¼ 20:05
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
273:15þ Temperature Centigradeð Þ

p
:

ð61Þ

Then, we calculated d1 and d2 using (24) and (25), and
using (37), we calculated time delay between the re-
ceived signals of the two microphones. For time delay
positive values, i.e., sound source nearer to the first
microphone (mic1 in Figure 1), we delayed second
microphone signal with respect to the first microphone
signal, and for negative values, i.e., sound source nearer
to the second microphone (mic2 in Figure 1), did the
opposite. Then using (6) and (7), we divided the first
microphone signal by d1 and the second microphone
signal by d2 to have correct attenuation in signals ac-
cording to the source distances from microphones. Fi-
nally, we tried to calculate source location using the
proposed TDE-ILD method (Section 5) in a variety of
SNRs for some environmental noises.
For a number of signal-to-noise ratios (SNRs) for white

Gaussian, pink and babble noises from ‘NATO RSG-10
Noise Data,’ 16-bit Quantization, and 96,000-Hz sampling
frequency (hence, we upsampled NATO RSG-10 from its
original 190,00 to 96,000 Hz), simulation results are
shown in Figure 2 for source location of (x = 10, y = 10).

http://www.freesound.com
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Assuming a high audio sampling rate, fractional delays are
negligible and delays are rounded to nearest sampling
point. Simulation results show larger localization error for
SNRs lower than 10 dB. This issue occurs due to the use
of ILD. Hence, we have to use this method for the case of
only a dominant source to have accurate localization.
Using spectral subtraction and source counting are useful
for reducing localization error in SNRs lower than zero.
Figure 2 Simulation results for a variety of SNRs.
7. Our proposed TDE-ILD-HRTF method
Using TDE-ILD-based method, dual microphone 2D
sound source localization is applicable. However, it is
known that, by using a linear array in TDE-ILD-based
method, two mirror points will be produced simultaneously
(half-plane localization) [40]. Also, according to TDE-
ILD-based simulation results (Section 6), it is noticeable
that using ILD-based method needs only one dominant
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high SNR source to be active in localization area. Our
proposed TDE-ILD-HRTF method tries to solve these
problems using source counting, noise reduction using
spectral subtraction, and HRTF.

7.1. Source counting method
According to previous discussions, ILD-based method
needs to use source counting to find that one dominant
source is active for high-resolution localization. If more
than one source is active in localization area, it cannot
calculate m = E1/E2 correctly. Therefore, we would need
to count active and dominant sound sources and decide
on localization of one sound source if only one source is
dominant enough. PHAT gives us the cross-correlation
vector of two microphone output signals. The number
of dominant peaks of the cross-correlation vector gives
us the number of dominant sound sources [66]. We
consider only one source signal to be a periodic signal
as:

s tð Þ ¼ s t þ Tð Þ: ð62Þ

If the signals window is greater than T, calculating
cross-correlation between the output signals of the two
microphones gives us one dominant peak and some
weak peaks with multiples of T distances. However,
using signals window of approximately equal to T or
using non-periodic source signal would lead to only one
dominant peak when calculating cross-correlation be-
tween the output signals of the two microphones. This
peak value is delayed equal to the number of samples
between the two microphones' output signals. Therefore,
if one sound source is dominant in the localization area,
only one dominant peak value will be in cross-
correlation vector. Now, we consider having two sound
sources s(t) and s'(t) in high SNR localization area. Ac-
cording to (6) and (7), we have

s1 tð Þ ¼ s t−T 1ð Þ þ s0 t−T 0
1

	 
 ð63Þ

s2 tð Þ ¼ s t−T 2ð Þ þ s0 t−T 0
2

	 

: ð64Þ

According to (32), we have

Rs1s2 τð Þ ¼ ∫þ∞
−∞ s t−T1ð Þ þ s0 t−T 0

1

	 
	 
ðs t−T2 þ τð Þ
þs0 t−T 0

2 þ τ
	 
Þdt

ð65Þ

Rs1s2 τð Þ ¼ R1s1s2 τð Þ þ R2s1s2 τð Þ þ R3s1s2 τð Þ þ R4s1s2 τð Þ
ð66Þ
where

R1s1s2 τð Þ ¼ ∫þ∞
−∞ t−T 1ð Þ⋅s t−T 2 þ τð Þdt ð67Þ

R2s1s2 τð Þ ¼ ∫þ∞
−∞ t−T1ð Þ⋅s0 t−T 0

2 þ τ
	 


dt ð68Þ

R3s1s2 τð Þ ¼ ∫þ∞
−∞ s

0 t−T 0
1

	 

⋅s t−T 2 þ τð Þdt ð69Þ

R4s1s2 τð Þ ¼ ∫þ∞
−∞ s

0 t−T 0
1

	 

⋅s0 t−T 0

2 þ τ
	 


dt: ð70Þ

Using (34), τ1 = T2 − T1 gives us a maximum value for
R1s1s2 τð Þ; τ2 ¼ T 0

2−T1 , gives us a maximum value for
R2s1s2 τð Þ; τ3 ¼ T 2−T 0

1 , gives us a maximum value for
R3s1s2 τð Þ and τ4 ¼ T 0

2−T
0
1 , and gives us a maximum value

for R4s1s2 τð Þ . Therefore, we will have four peak values in
cross-correlation vector. However, according to this fact
that (67) and (70) are cross-correlation functions of a sig-
nal with delayed version of itself, and (68) and (69) are
cross-correlation functions of two different signals, τ1 and
τ4 maximum values are dominant with respect to τ2 and τ3
values. Now, we conclude in two dominant sound sources
area, cross-correlation vector will have two dominant values
and therefore equal count dominant values for more than
two dominant sound sources signals as multiple power
spectrum peaks in DOA-based multiple sound source
beamforming methods [16]. Therefore, counting dominant
cross-correlation vector values, we can find the number of
active and dominant sound sources in localization area.

7.2. Noise reduction using spectral subtraction
In order to apply ILD in TDE-ILD-based dual microphone
2D sound source localization, source counting is used to
find that one dominant high SNR source is active in
localization area. Source counting was proposed to calcu-
late the number of active sources in localization area. Fur-
thermore, spectral subtraction can be used for noise
reduction and therefore increasing active source's SNR.
Also, according to the background noise, such as wind,
rain, and babble, we can consider a background spectrum
estimator. In the most practical cases, we can assume that
the noisy signal can be modeled as the sum of the clean
signal and the noise [67]:

sn tð Þ ¼ s tð Þ þ n tð Þ: ð71Þ
Also according to this fact that the signal and noise are

generated by independent sources, they are considered un-
correlated. Therefore, the noisy spectrum can be written as:

Sn wð Þ ¼ S wð Þ þ N wð Þ: ð72Þ
During the silent periods, i.e., periods without target

sound, it can be estimated background noise spectrum,
considering the noise to be stationary. Then, the noise
magnitude spectrum can be subtracted from the noisy in-
put magnitude spectrum. In non-stationary noise cases,
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there can be used an adaptive background noise spectrum
estimation procedure [67].

7.3. Using HRTF method
Using a linear array in TDE-ILD-based dual microphone
2D sound source localization method leads to two mir-
ror points produced simultaneously. Adding an HRTF-
inspired idea, whole-plane dual microphone 2D sound
source localization would be possible. This idea was
published in [68], and it is reviewed here again. Re-
searchers have used an artificial ear with a spiral shape.
This is a special type of pinna with a varying distance
from a microphone placed in the center of its spiral [30].
However, we consider a half-cylinder instead of artificial
ear [68]. Due to the use of such a reflector, a constant
notch position is created for all variations (0 to180°) of
sound signal angle of arrival (Figure 3). However, clearly,
and as shown in the figure, a complete half-cylinder
scatters the sound waves from sources behind it. In
order to overcome this problem we consider slits on the
surface of the half-cylinder (Figure 3). If d is the distance
between the reflector (half-cylinder) and the microphone
(placed at the center), a notch will be created when it is
equal to quarter of the wavelength of sound, λ, plus any
multiples of λ/2. For such wavelengths, the incident
waves are reduced by reflected waves [30]:

n⋅
λ

2

� �
þ λ

4

� �
¼ dn ¼ 0; 1; 2; 3 :::: ð73Þ

These notches will appear at the following frequencies:

f ¼ c
λ
¼ 2nþ 1ð Þ:c

4d
: ð74Þ
Figure 3 The half-cylinder used instead of artificial ear for 2D cases.
Covering only microphone 2 in Figure 1 by reflector,
calculating the interaural spectral difference results in

ΔH fð Þj j ¼ 10 log10H1 fð Þ−10 log10H2 fð Þ

 


¼ 10 log10

H1 fð Þ
H2 fð Þ










: ð75Þ

High |ΔH( f )| values indicate that the sound source is
in front, while negligible values indicate that sound
source is at the back. One important point is that in
order to have the same spectrum in both microphones
when the sound source is at the back, careful design of
the slits is necessary.

7.4. Extension of dimensions to three
According to the use of half-cylinder reflector in the
proposed localization system, this approach is only ap-
plicable in 2D cases. Using a half-sphere reflector instead
of the half-cylinder makes it usable in 3D sound source
localization (Figure 4). Adding the half-sphere reflector
only to microphone 2 in Figure 5 allows the localization
system to localize sound sources in 3D cases.
For 3D case, we can consider a plane that passes

through source position and x-axis and which makes an
angle of θ with the x-y plane, and we name it source-
plane (Figure 5). This plane consists of the microphones
1 and 2. According to these assumptions, using (36), we
can calculate ф which is the angle of arrival in source-
plane and is equal to angle of arrival in x-y plane. Then,
using (59) and (60), we can also calculate x and y in 2D
source-plane (not in x-y plane in 3D case) and therefore

calculate sound source distance r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
. Introducing

a new microphone (mic3 in Figure 5) with y = 0 and x =



Figure 4 Half-sphere used instead of artificial ear for 3D cases.
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z = R helps us calculate the angle θ. Therefore, using
(36), we can calculate θ as:

θ ¼ cos‐1
vsound⋅τ31

R

� �
: ð76Þ

Using half-sphere reflector decreases accuracy of time
delay and intensity level deference estimation between
microphones 1 and 2 due to the change in the spectrum
of second microphone's signal. However, covering the
third microphone instead of the second microphone by
half-sphere reflector only decreases the accuracy of time
Figure 5 3D sound source localization using TDE-ILD-HRTF method.
delay estimation between the first and third micro-
phones (Figure 5). Multiplying the inverse function of
notch-filter in third microphone's spectrum leads to in-
crease in accuracy. Now using r, ф, and θ, we can calcu-
late source location x, y and z in 3D case:

x ¼ r: cos ϕð Þ: sin θð Þ
y ¼ r: sin ϕð Þ; sin θð Þ
z ¼ r: cos θð Þ

:

8<
: ð77Þ

The reasons for choosing the shape of sphere for the
reflector are as follows [69]. The simplest type of



Figure 6 Focal point in spherical type sound wave reflectors.
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reflector is a plane reflector introduced to direct signal
in a desired direction. Clearly, using this type of re-
flector, the distance between reflector and microphone,
d in (73), varies with respect to source position in 3D
cases leading to a change in notch position within
spectrum. The change in notch position may not be suit-
able as it might occur out of the spectral band of inter-
est. To better adjust the energy in the forward direction,
the geometrical shape of the plane reflector must be
changed so as not to allow radiation in the back and side
directions.
A possible arrangement for this purpose consists of

two plane reflectors joined on one side to form a corner.
This type of reflector returns the signal exactly in the
same direction as it is received. Because of this unique
feature, reflected wave acquired by the microphone is
unique, which is our aim. Whereas having more than
one reflected wave causes a higher energy value with re-
spect to a single reflected wave at the microphone,
which causes a deep notch. But using this type of re-
flector, d is varied with respect to the source position in
3D cases which is related to notch position in spectrum.
It has been shown that if a beam of parallel waves is in-
cident upon a parabola reflector, the radiation will focus
at a spot which is known as the focal point. This point
in spherical reflector does not match to the center in ac-
cordance with this fact that the center has equal distance
(d) to all points of the reflector surface. Because of this
feature, reflected wave which is received by the micro-
phone is unique, whatever the position of the sound
source, in 3D cases and belongs to the wave passing the
center. The center of the spherical reflector with radius
R is located at O (Figure 6). The sound wave axis strikes
the reflector at B. From the Law of Reflection and angle
geometry of parallel lines, the marked angles are equal.
Hence, BFO is an equilateral triangle. Dropping the me-
dian from F which is stapled to BO and using trigonom-
etry, the focal point is calculated as:

R
2b

¼ cos θð Þ→b ¼ R
2 cosθ

ð78Þ

→F ¼ R−
R

2 cos θð Þ : ð79Þ

F is not equal to R for all θ values. The half-spherical
reflector scatters the sound source waves hitting it from
back. Therefore, we consider some slits on its surface
(Figure 4). Obviously, the slits need to be designed in a
fashion that leads to the same spectrum in both micro-
phones when sound source is in back. When a plane
wave hits a barrier with a single circular slit narrower
than signal wavelength (λ), the wave bends and emerges
from the slit as a circular wave [70]. If L is the distance
between the slit and the viewing screen and d is the slit
width, based on the assumption that L> > d (Fraunhofer
scattering), the wave intensity distribution observed (on
a screen) at an angle θ with respect to the incident dir-
ection is given by:

if k ¼ π:d
λ

sin θð Þ→ I θð Þ
I θð Þ ¼

sin2 kð Þ
k2

; ð80Þ

where I(θ) is wave intensity in direction of observation
and I(0) is maximum wave intensity of diffraction pat-
tern (central fringe). This relationship will have a value
of zero each time sin2(k) = 0. This occurs when

k ¼ �mπor
π:d
λ

sin θð Þ ¼ �mπ; ð81Þ

yielding the following condition for observing minimum
wave intensity from a single circular slit:

sin θð Þ ¼ mλ

d
m ¼ 0;�2; :::: ð82Þ

This relationship is satisfied for integer values of m.
Increasing values of m gives minima at correspondingly
larger angles. The first minimum will be found for m = 1,
the second for m = 2, and so forth. If d

λ sin θð Þ is less than
one for all values of θ, i.e., when the size of the aperture is
smaller than a wavelength (d < λ), there will be no minima.
As we need more than one circular slit on half-sphere
reflector's surface, we consider a parallel wave incident on
a barrier that consists of two closely spaced narrow
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circular slits S1 and S2. The narrow circular slits split the
incident wave into two coherent waves. After passing
through the slits, the two waves spread out due to dif-
fraction interfere with one another. If this transmitted
wave is made to fall on a screen some distance away, an
interference pattern of bright and dark fringes are ob-
served on the screen, with the bright ones corresponding
to regions of maximum wave intensity while the dark
ones corresponding to those of minimum wave intensity.
As discussed before, for all points on the screen where
the path difference is some integer multiple of the wave-
length, the two waves from the slits S1 and S2 arrive in
phase and bright fringes are observed. Thus, the condi-
tion for producing bright fringes is as in (82). Similarly,
dark fringes are produced on the screen if the two waves
arriving on the screen from slits S1 and S2 are exactly
out of phase. This happens if the path difference be-
tween the two waves is an odd integer multiple of half-
wavelengths:

sin θð Þ ¼ mþ 1
2

	 

:λ

d
m ¼ 0;�1;�2; :::: ð83Þ

Of course, this condition is changed using a half-
sphere instead of a plane (Figure 7), where according to
the same distance R to the center, the two waves from
the slits S1 and S2 arrive in phase at the center and
bright fringes are observed there. This signal intensity
magnification is not suitable for the case of estimating
intensity level difference between two microphones
where one of them is covered by this reflector. However,
covering the third microphone by half-sphere reflector is
suitable where there is no need to estimate the intensity
level difference between two microphones 1 and 3.
Figure 7 Intensity profile of the diffraction pattern resulting from a pla
8. TDE-ILD-HRTF approach algorithm
According to previous discussions, the following steps
can be considered for our proposed method:

1. Setup microphones and hardware.
2. Calculate the sound recording hardware set

(microphone, preamplifier, and sound card)
amplification normalizing factor.

3. Apply voice activity detection. Is there valuable
signal? yes→ go to 4 no→ go to 3.

4. Obtain s1(t), s2(t), and s3(t)→m = E1/E2.
5. Remove DC from the signals. Then normalize them

regarding the sound intensity.
6. Hamming window signals regarding their stationary

parts (at least about 100 ms for wideband quasi-
periodic helicopter sound or twice that).

7. Apply FFT to signals.
8. Cancel noise using spectral subtraction.
9. Apply PHAT to the signals in order to calculate τ21

and τ31 in frequency domain (index of first
maximum value). Then find the second maximum
value of cross-correlation vector.

10. If the first maximum value is not dominant enough
with respect to the second maximum value, go to
the next windows of signals and do not calculate
sound source location, otherwise:

a.

Φ ¼ cos−1
vsound:τ21

2R

� �
andθ ¼ cos−1

vsound:τ31
R

� �

b.

vsound ¼ 20:05
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
273:15þ Temperature Centigradeð Þ

p

ne wave passing through two narrow circular slits in a half-sphere.



Figure 8 Setup of the proposed 3D sound source localization method using four microphones.

Table 1 Results of the azimuth angle of arrival based on
hardware implementation

ф Real angle
(degrees)

ф Proposed method
results for angle of
arrival (degrees)

Absolute value
of error (degrees)

0 0.18 0.18

15 15.13 0.13

30 29.85 0.15

45 45.18 0.18
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c.

r1 ¼ τ21:vsound
1−

ffiffiffiffi
m

p and r2 ¼ τ21:vsound:
ffiffiffiffi
m

p
1−

ffiffiffiffi
m

p

d.

x ¼ r22−r
2
1

	 

=4R and y ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21− x−Rð Þ2

q

e.

ΔH fð Þj j ¼ 10log10
H1 fð Þ
H3 fð Þ












f.

if ΔH fð Þj j≈0ð Þ y ¼ −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21− x−Rð Þ2

q

else y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21− x−Rð Þ2

q

→
xs ¼ r:cos Φð Þ:sin θð Þ
ys ¼ r:sin Φð Þ:sin θð Þ

zs ¼ r:cos θð Þ

8<
:

g. Go to 3.

60 60.14 0.14

75 74.91 0.09

90 89.83 0.17

105 104.82 0.18

120 120.14 0.14

135 135.11 0.11

150 150.14 0.14

165 165.09 0.09

180 179.93 0.07
9. Hardware and software implementations
and results
We implemented our proposed hardware using ‘MB800H’
motherboard and DELTA IOIO LT sound card from M-
Audio featuring eight analogue sound inputs, 96-kHz
sampling frequency, and up to 16-bit resolution. Three
MicroMic microphones of type ‘C 417’ with B29L pre-
amplifier were used for the implementation (Figure 8).
The reason for using this type of microphone is its very
flat spectral response up to 5 kHz. Visual C++ used for
software implementation. According to the very low sensi-
tivity of the used microphones (10 mV/Pa), a loudspeaker
was used for the sound source. Initially, we used micro-
phones one and two to evaluate the accuracy of the angle
of arrival ф as well as microphones one and three to
evaluate the accuracy of the angle of arrival θ. We consid-
ered 1 m(R =D/2 = 1) distance between every microphone
and the origin. Sound localization results showed that
sound velocity changed in different temperatures. Since
the sound velocity was used in most of the steps of the
proposed methods, sound source location calculations
were carried out inaccurately. Therefore, (61) was used
based on a thermometer reading in order to more



Table 2 Results of the elevation angle of arrival based on
hardware implementation

θ Real angle
(degrees)

θ Proposed method
results for angle of
arrival (degrees)

Absolute value
of error (degrees)

−10 −10.18 0.18

−5 −5.16 0.16

0 0.05 0.05

15 14.15 0.15

30 29.91 0.09

45 45.19 0.19

60 60.13 0.13

75 75.11 0.11

90 89.82 0.18
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accurately find the sound velocity in different tempera-
tures. Angle of arrival calculations using downloaded
wideband quasi-periodic helicopter sound resulted in
Tables 1 and 2. Acquisition hardware was initialized to 96-
kHz sampling frequency and 16-bit resolution. Also signal
acquisition window length was set to 100 ms. A custom 2-
cm-diameter reflector (Figure 8) was placed behind the
third microphone. Using the aforementioned sound source,
the sound spectra shown in Figure 9 were measured using
the third microphone. Figure 9a shows the spectrum when
Figure 9 Recorded sound spectrum using the third microphone. (a) W
source has been placed in front of the reflector. The logarithmic (dB) graph
the sound source has been placed behind the reflector and
Figure 9b when placed in front of it. Notches can be spot-
ted in the second spectrum according to the reflector
diameter and (74). Finally, using our proposed TDE-ILD-
HRTF approach, first we tried to find that a dominant
source is active in localization area. Then, using (72), we
tried to reduce background noise and localize sound
source in 3D space. Table 3 shows the improved results
after the application of noise reduction method. Although
PHAT features high performance in noisy and reflective
environments, due to the rather constant and high valued
signal-to-reverberation ratio (SRR) in outdoor cases, this
feature could not be evaluated. We tried to find the effect
of probable reverberation on our localization system re-
sults. In order to alleviate reverberation, our experiments
indicated that at least a distance of 1.2 m with surround-
ing buildings would be necessary. Although the loudspea-
ker's power, the hardware set (microphone, preamplifier,
and sound card) amplification factor and the distance of
the microphones with the surrounding buildings indicate
the SNR value for reverberate signals in a real environ-
ment, this distance can be calculated, but it can also be in-
dicated experimentally, which is easier. Tables 1 and 2
indicate that our implemented 3D sound source localiza-
tion method features less than 0.2 degree error for angle
of arrival. Table 3 indicates less than 10% error for 3D
hen the source has been placed behind the reflector; (b) when the
s indicate spectral level in comparison to 16-bit full scale.



Table 3 Results for proposed 3D sound source localization method (Section 7) using noise reduction procedure

Real location (m) Proposed method results (m) Absolute error (m)

x y z x y z x y z

1 10 5 1.9 9.2 4.1 0.9 0.8 0.9

2 10 5 2.9 9.2 4.3 0.9 0.8 0.7

3 10 5 2.2 10.7 5.6 0.8 0.7 0.6

4 10 5 3.2 10.7 5.8 0.8 0.7 0.8

5 10 5 5.5 9.5 5.8 0.5 0.5 0.8

6 10 5 6.5 10.5 4.5 0.5 0.5 0.5

7 10 5 7.7 10.8 4.4 0.7 0.8 0.6

8 10 5 8.6 10.8 4.4 0.6 0.8 0.6

9 10 5 9.8 9.1 4.2 0.8 0.9 0.8

10 10 5 9.5 9.4 5.9 0.5 0.6 0.9

10 15 5 10.6 15.7 5.5 0.6 0.7 0.5

10 20 5 10.7 19.2 5.6 0.7 0.8 0.6

10 25 5 9.2 23.9 5.7 0.8 1.1 0.7

10 30 5 10.5 31.7 4.3 0.5 1.7 0.7

10 9 5 10.8 9.7 5.8 0.8 0.7 0.8

10 8 5 9.3 8.7 5.8 0.7 0.7 0.8

10 1 5 10.6 6.5 5.9 0.6 0.5 0.9

10 6 5 9.5 6.6 4.1 0.5 0.6 0.9

10 5 5 10.5 4.5 4.2 0.5 0.5 0.8

10 4 5 10.6 3.4 5.7 0.6 0.6 0.7

10 3 5 9.3 3.6 5.5 0.7 0.6 0.5

10 2 5 10.8 ±2.8 5.8 0.8 0.8 0.8

10 1 5 10.1 ±0.2 4.3 0.1 0.8 0.7

10 −1 5 10.6 ±0.4 4.1 0.6 0.6 0.9

10 −2 5 10.5 ±2.7 5.6 0.5 0.7 0.6

10 −3 5 10.4 −2.8 5.5 0.4 0.2 0.5

10 −4 5 9.7 −3.7 5.5 0.3 0.3 0.5

10 −5 5 9.4 −5.2 5.9 0.6 0.2 0.9
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location finding. It also indicates ambiguity in sign finding
between 0.5° and −0.5° as well as 175° and 185° due to the
implemented reflector edges. We measured processing
times of less than 150 ms for every location calculation.
Comparing angle of arrival results with the results re-
ported in various cited papers, the best reported results
(on approximately similar tasks) were 1 degree limit error
in [71], 2 degree limit error in [72], and within 8 degree
error in [73]. Note that the fundamental limit of bearing
estimates determined by Cramer-Rao Lower Bound
(CRLB) for D = 1 cm spacing of the microphone pair, sam-
pling frequency of 25 kHz and estimation duration of
100 ms, is computed to be 1° [71]. This is found equal to
1.4° for our system. However, only few respectable refer-
ences have calculated 2D or 3D source locations accur-
ately. Most of such research reports, besides calculating
the angle of arrival, used either least-square error estima-
tion or Kalman filtering techniques to predict motion path
of sound sources, in order to overcome their local calcula-
tion errors. Examples are [2], [13], [15], and [19]. Mean-
while, comparison of our results with these and other
works (results on approximately similar tasks), such as
[72] and [73], shows the approximately same accuracy na-
ture of our proposed source location measurement
approach.

10. Conclusion
In this paper, we reported on the simulation of TDE-
ILD-based 2D half-plane sound source localization using
only two microphones. Reduction of the microphone
count was our goal. Therefore, we also proposed and
implemented TDE-ILD-HRTF-based 3D entire-space sound
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source localization using only three microphones. Also,
we used spectral subtraction and source counting methods
in low-degree reverberation outdoor cases to increase
localization accuracy. According to Table 3, implemen-
tation results show that the proposed method has led to
less than 10% error for 3D location finding. This is a
higher accuracy in source location measurement in
comparison with similar researches which did not use
spectral subtraction and source counting. Also, we indi-
cated that partly covering one of the microphones by a
half-sphere reflector leads to entire-space N-dimensional
sound source localization using only N-microphones.
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